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SUMVARY

It has been found that two instruments will yield different numeri-
cal values when used to nmeasure identical points. A statistical approach
is presented that can be used to approximate the error associated with
the calibration of instruments. Included are standard statistical tests
that can be used to determne if a number of successive calibrations of
the same instrument can be considered to be the sane curve, or if they are
different. Essentially, these tests involve the deternmination of regres-
sion lines that have both a conmon slope and common intercept. The
exanpl e was designed to nonitor the deformation of mountain slopes. The
statistical approach is general (standard), however, and does not depend

upon the specific type or function of instrunent being calibrated.
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TERMS AND SYMBOLS

the estimates of the population paraneters;
nunber of years (number of field regression |ines);
nunber of observations of (X,YF) and (e,YL) respectively;

number of observations in the ¢tP year

(X, - %) (Y. - Y), the sum being taken over all in

Se XD

=1

a particular year. Sinmlarly define S %y‘ ‘568;
field strain neasured in any particular year;

strain measured in 1972 in the field and | aboratory
respectively;

regression paraneters of YF on X, the field calibration;
regression paraneters of YL on 6§, the laboratory calibra-

tion;
errors of the dependent variables Yo and Y., respectively;

vari ances of the €r and €1 respectively;

angle set in the laboratory in 1972, in degrees.
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I NTRCDUCTI ON

A problem that faces researchers and engineers who collect |aboratory
or field measurenents is the calibration and subsequent stability of their
instruments in relation to changes in tine, tenperature, pressure, or other
external factors. These changes may cause the instrunent readings to drift
from the nmanufacturer's calibration. It is often necessary to recalibrate
the instrument or use "secondary standards" to determine if the instrunent
is functioning properly.

A statistical approach has been developed to determne if new cali-
bration lines are necessary for accurate use of the instrument. The
exanple to be given outlines calibration of a borehole inclinoneter de-
signed to nonitor the deformation of nountain slopes. The sane statistica
approach can be used with other instrunents such as the neutron soil nois-
ture probe, solar radioneter, suspended sedinment sanpler, or the precipi-

tation gauge.



DESCRI PTI ON CF THE PRCBLEM

Wthin a ten-year period, the Forest Service has studied the effects
of |and-managenent practices on acceleration of the rate of natural soil
creep. The termsoil creep refers to the slow, downslope novenment of soil
and rock materials. In nountainous regions of the Pacific Coast, natural
soil creep processes play a major role in soil novenent by directly con-
tributing to sedinent in streans, and indirectly contributing to Iand-
slides through progressive slope failure.

In 1964, the installation of a borehole access casings network was
undertaken to study the character of natural soil creep. By 1966, approxi-
mately 150 access casings had been installed at 17 sites, representing a
wi de range of soil and vegetation types in northwestern California'. The
casings were periodically surveyed with a nodified strain-gauge incli-
nomet er as described by Kallstenius and Bergauz. Strain readings were
made with a Balduin-Lim-Hamlton Mdel 120 strain indicator. The incli-
nometer is essentially a precise pendulum connected to a high-resolution
strain gauge. The instrunent is rotated in the borehole casing until the
maxi mum strain reading is obtained. At this point, the orientation of
the instrument is recorded in terns of strain reading and azi muth.

The access casings were installed in the field by drilling 8.9 cm
boreholes, at least 1 minto bedrock whenever possible, to obtain a

stable foundation. A 6.0 cm OD polyvinylchloride (PVC) tube was pressed



into each borehole, then the entire site was allowed to stabilize for one
winter before the initial inclinometer readings were taken.

Four nmeasurenents of orientation and inclination of the inclinoneter
inthe casing were taken at 0.5 m depth increments fromthe soil surface
to the bottomof the hole, and then repeated fromthe bottomto the sur-
face. The eight pairs of readings at each neasurement point were averaged
to obtain the best estimate of strain and azinuth for that depth. These
data were further reduced by conputer to yield a projection of the casing
on the plane of naxi num displacenent, and also on the horizontal plane by
means of a polar projection. Conparison of the casing configuration
bet ween successive surveys reveals the direction and amunt of novenent
of the casing with increasing depth in the soil profile.

By 1972 the accunul ated data spanned ei ght years and reveal ed that
the "movenent" patterns of the borehole casings were extrenely erratic.
The novenent of the borehole casing was found to be uniformy greater in
the period fromthe initial survey to the second survey than the novenent
found in successive surveys. In addition, the direction of movenent was
neither progressive nor consistent.

Casings installed in borehol es about 1 mfromeach other showed
markedly different patterns of novenent, which could have been the result
of three factors operating independently or in conbination:

1. The nethod of installing the borehole casing was found to be a
maj or cause of the problem  The initial assunption that the sides of the
borehole would collapse within one year, resulting in an intimte contact

of the casing with the surrounding soil materials, was found to be in



error. Alignment corrections in the borehole were still occurring eight
years after install ation3.

2. The instrunent error could have exceeded the neasured rate of
soil creep, and the indicated novement could be a reflection of random
instrument error as well as the operator's ability to null the instrument.
By using Mnte Carlo techniques, the precision of the instrument for field
measurenents was found to be equivalent to about 2 nm of displacenment for
an 8 mdeep borehole casing. Thus, the error of calculating displaced
area is approxinmately 0.01 n in soil 8 n1deep3

3. The calibration of the instrument could reflect an inadequate
expression of the instrunent response, which would require a new calibra-
tion. The statistical calibration procedure, described in the follow ng

section, provides a satisfactory solution to this problem



CALI BRATI ON PROCEDURE

LABORATORY CALIBRATION

During the course of the eight-year study, the inclinoneter and
strain indicator were periodically returned to the factory for adjustnment
and repair. Each spring, before the field neasurenent season, the instru-
ment was calibrated in the laboratory by the followi ng nethod: (a) the
instrument was situated at "known" angles fromthe vertical; (b) using a
hi gh-precision granite plate, a sine plate, and gauge blocks, strain
gauge readings associated with the angle were obtained; (c) a calibration
curve of the strain gauge readings on the angle was then obtained by a
"l east-squares fit" to the data

In the course of this investigation, it became evident that there
were several serious errors in the laboratory calibration procedure. Al-
though the angles set in the laboratory calibration covered a w de range
the angles of inclination of the hole casings encountered in actual field
measurenents were snall, usually about 0.01 degrees. Therefore, al nost
all of the laboratory calibration data were collected at angles greater
than the angles of interest.

In addition, under the incorrect assunption that a 0° angle woul d
yield a 0° strain reading, no |aboratory measurement was nade at the
vertical angle of 0°% This procedure may be correct in theory; in prac-

tice, however, a 0° angle is alnpbst never found, because of the alignnment



of the strain gauge in the instrunent and the practical difficulty of
placing the instrunent in a precise vertical position. The gauge bl ocks
sinply place the sine plate at precise angles fromthe initial set up.
Therefore, not only does the annual |aboratory calibration have error
associated with the least-squares fit to the data, but the calibration line
must be extrapol ated beyond the actual data to the range where nost of the
field data are found.

This unsatisfactory situation was corrected when t he 1972 |aboratory
calibration was made. The procedure was changed so that nobst of the
| aboratory data were collected within the range of angl es encountered in
the field neasurements; however, field data that had been collected during
the seven previous years by equi pment without adequate |aboratory calibra-

tions, remained in the records of previous tests.

FIELD CALIBRATION

One of the criteria established for drilling the borehole was to ex-
tend the hole at least 1 minto bedrock to obtain a stable foundation for
the inclinometer casing. |If this was actually acconplished for each access
casing, as is indicated in the drilling log, the inclination of the access
casing at the bottom two neasurement positions should remain constant from
year to year. It then follows that the nmeasured strain gauge readi ngs
woul d also remain constant for these depths, with two sources of variation:
(a) the random instrument and operator error, previously found to be
equivalent to an average displacenment of about 2 mm (b) the shift in
instrument calibration from survey to survey. For each survey, then, the

strain gauge neasurenent for a given angle would either be the sane or



woul d have a consistent shift relative to previous surveys, with variation
due to the random instrunent and operator error.

Significant variation in strain neasurement from survey to survey
for a given access casing (outside of those expected to be associated with
the random error and the calibration shift) would [ead one to conclude
that the bottom of the access casing was not established in stable bedrock.
In checking the data, several of the access casings produced readings that
were consistently and obviously deviant (>50) fromthe readings obtained
fromthe other casings. These deviant casings were rejected from further
anal ysi s.

The ultimate objective is to estimate the vertical angle of the bore-
hol e casing at each measurenent point for each year in which neasurenents
were made; however, the only year for which an adequate |aboratory cali-
bration exists is 1972. Thus, there is a problemin determning a rela-
tionship between the field strain nmeasurenments made in 1972 and those
made at the sane stable field locations in previous years.

The 1972 field strain data can be used as a "bridge", since they are
related both to angle (through the 1972 |aboratory calibration) and to the
field strain gauge neasurements made in previous years. The first step is
to calculate regression lines relating the 1972 field strain gauge data to
the strain data collected in the surveys of 1965, 1966, 1968, and 1970.

The next step is to establish if the relationship has remained constant
with tine--that is, if the five separate regression lines have a common

slope and intercept. If this can not be established, the instrument



calibration has then shifted and a different calibration fornula is re-
quired for each year. The third step is to estimate the relatiohship
between the strain gauge neasurenent and the angle precisely set in the
1972 laboratory tests. The two analyses are then combined to estimate the
angl e of the borehole casing fromthe field strain gauge measurenents,

and give confidence intervals for these angles.
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REGRESSI ON ANALYSI S OF FIELD DATA

There are a nunber of prelimnary questions to be answered before it
can be deternmined whether the five regression lines of field strain
measurenent made in 1972 (Y) for each of the five previous years (X) may
be regarded as the sane |ine.

1. Wy fit regression lines? 1In a strict sense, it is not correct
to regard the strain neasured in 1965, for instance, as being an independ-
ent variable (X) neasured without error, and the 1972 strain (Y) as the
dependent variable with an error term attached. In fact, the theoreti-
cally correct approach (Kendall and Stuarth 5) supposes a structural
rel ationship between X and Y. Such an approach is not necessary in prac-
tice for this case, because the fit to a straight line is good, as indi-
cated by the high R val ues (Table 1). This is fortunate, since the
theoretical devel opments for the structural case would be nuch nore diffi-
cult than for the regression case.

2. The range in X varies from year to year; also, not all of the
plots were neasured in each of the five years. Gven the conditions, is
it justifiable to assume that the regression line can validly be extrapo-
| ated beyond the range of the data for those years where the range of X
is rather short? In general, the answer is that extrapolations cannot be
justifiably nade because they can lead to dangerously nmisleading conclu-

sions. In this study, however, the ranges of X for five years of data
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vary by no nore than a factor of 2, and a careful exanination of the
scatter of points on the X and Y plots for each year give no indication of
departure from a straight |ine. Therefore, in this case, alimted ex-
trapolation is justified.

TABLE - Summary of regression statistics for the five calibration lines

Number of

points Error Regression Slope
Year =n Mean Sq. Sum sqg. b p2
1965 18 163.75 671,195 1.296 0.99611
1966 21 81.84 4,738,688 1.004 0.99967
1967 56 407.35 164,110,312 0.961 0.99866
1968 15 49.53 2,248,886 1.025 0.99971
1970 39 139.13 10,647,179 0.998 0.99952

Sxxz - summed over the years 1966 through 1970 is 35,307, 342.
Sxy - sumred over the years 1966 through 1970 is 34,662, 401.

Syy - sutmed over the years 1966 through 1970 is 34,075, 193.

3. Are sinple linear regressions adequate, or should quadratic or
cubic regressions be fitted to the data? The data for each of the five
years were anal yzed, using conbinatorial screening for nultivariate re-
gression®.  Tests were made of X, X2, X%, and X" alone and in conbi na-
tion, This analysis confirmed that the higher order transformations did
not significantly add predictive power to the linear fit.

4. |Is the error variance the sane for each regression line? The

standard anal ysis of regression assumes this property of honoscedasticity.
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It is known, however, that the analysis is relatively insensitive to snal
departures from the assunption. In Table 1, the five error mean squares
show the variances to be roughly conparable--although the one for 1967
| ooks suspiciously |arge.

The equality of variance can be determ ned by Bartlett's test7, in

which the quantity

2 log X 1+ 1
3(k-1)

| -1 A € )

1 n. n.
7 i

Tox

will have the x? distribution with (k-1) d.f., if the popul ation variances
~2
are indeed equal. Here, if o, is the error mean square in the ¢th year
b4
based on n data points S is the pol | ed estimate of variance based on k

different Sj , then X is calculated from

k A2 2
I <Oi ) (ni—l)/Z ‘ (8 ) (Zni—k)/Z -1 ) (2)

Using the conpiled data fromall five years, a X of 32.14 is obtained
which is highly significant as y> with 4 d.f. It is easily shown that the
variance for 1967 is significantly larger than the conbined variance for
the other four years. The discrepancy in 1967, however, was probably not
great enough to invalidate the subsequent analysis, so the 1967 data are
retained. However, it rmust be noted for future reference that the variance
for the 1967 data is anonal ous.

A conparison of the five separate regression lines of Y (1972 field

strain gauge neasurement) on each X (field strain gauge measurenent nade

13



in a particular year--1965, 1966, 1967, 1968 or 1970) was nade. From t he
conparison, the follow ng questions were found pertinent:

1. Do the lines have a commn sl ope?

2. If the lines have aconmmon slope, are the parallel lines

actually the same line (i.e., do they have a comon intercept)?

3. Do the various lines pass through the origin?

4. Do the lines have a slope of 1?

The last two questions are of little inportance here, and will not be
investigated in detail. However, it is inportant to realize that they are
not "obviously" true, even though they seem plausible on physical grounds;
indeed, with the present data, the questions would be irrelevant in the
majority of cases. For exanple, it would be quite wong not to include a
constant termin our regression nodel for Y on X

The theory is outlined as needed here; for a nore detailed account
refer to WIlians®.

COMMON  SLOPE
Theory

For a particular year, let Sxy be the sum of (Xj-X) (Yj~Y) over al
the data points for that year. Simlarly, ?ﬁx is the sum of (Xj—i)z, and
S is the sum of (YJ-Y)z.

vy
Then, the total sum of squares for regression is

k )
(5, / 5.

with k degrees of freedom the sum being taken over all the k years.

The next requirenent is the regression sum of squares when all |ines

14



are assumed to have a conmon slope. It is easiest to inmmgine that the
means (X, Y) for the k sets of data are noved to a common point. The
procedure is then continued as if fitting a single line to all % sets of
points taken together. Thus, the total sum of squares for X is
k
1 xx”
The total sum of products for XYis
k
i’
and the total sum of squares for Yis
k
s .
1YY

Hence, the regression sum of squares for the k lines with a common slope is

kKo o[k
() [

with one degree of freedom

The difference between the two regression suns of squares is the sum
of squares for departure fromparallelism on (k-1)d.f., and it can be
tested for significance against the pooled estimate of residual sum of
squares fromall the lines. The latter is the "conbined residual" termin
Table 2.
Anal ysi s

Some summary statistics for the regression analysis are given in

Table 1. It is inmediately obvious that the Slope b for 1965 is widely

15



divergent fromthe others. Coviously, predicting angles from the 1965
field strain gauge readings would require an equation different from those
for the other year. Therefore, data for 1965 are onitted from the analysis
to see whether the other four lines appear to differ. The analysis of
variance for the remaining four lines is shown in Table 2. Clearly, the F

val ue of 23.1 provides evidence that the four lines do not have a common

sl ope.
TABLE 2 -- Analysis of variance for common sl ope test.
Item D.F. S.C. MS. F
Regression with common slope 1 34,029,328.5
Difference of slopes1 3 16,546.2 5,515.4 23.14
Sum of 4 Regression S.S. 4 34,045,784.7
Combined residuals? 1233 29,342.9 238.6

By subtraction
Sum of four separate residual S.S
P ) +(n, ., =2)+(n

-2)+(n 2) = (21-2)+(56-2)+(15-2)+(39-2)

1966 1967 1968 1970°
Statistically significant at the 1% | eve
COMMON | NTERCEPT

This case is presented for conpleteness only, since it has been
already shown that the lines are not parallel and so can hardly be identi-
cal .
Theory
The sum of squares corresponding to the difference in positions of the

regression lines, as opposed to the difference in slopes sum of squares

16



must be obtained. If differences in years are disregarded, all the data
can be conbined, giving a grand total sum of squares on
k
) Zni -1 d.f.
7 =1
This can be separated into three conponents:
1. Conbi ned residual sumof squares, as in Table 2 (123 d.f.).
2. Sum of squares for the four separate slopes of the lines, as in
row 3 of Table 2 (4 d.f.).
3. Sum of squares for difference in positions (intercepts) of the
lines, obtained by subtraction (3 d.f.).
Anal ysi s
The analysis of variance for the four lines is shown in Table 3.
For compatibility with Table 2, the 1965 data have been onitted. It is
seen that the difference in positions is significantly large, having an F
of 64.7. As noted above, however, this is of little interest, once the

question of parallelism has been rejected

TABLE 3 -- Analysis of variance for commn intercept test.

Item D.F. S.S. M.S. F.
Sum of 4 Regression s.s.t 4 34,045,784.7
Difference of intercept )
(by subtraction) 3 46,295.6 15,431.9 64.7
Combined residual® 123 29,342.9 238.6
TOTAL S.S. 130 34,127,423.2

! See Table 2.
2 Statistically significant at the 1% | evel
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ESTI MATI ON OF ANGLE

Once the conparability of the field strain gauge data from year to
year is examned and a relationship between the years by regression is
established, the main problemis calibrating the borehole inclinonmeter so
as to estimate the vertical angle which corresponds to the strain gauge
r eadi ng. In the standard calibration procedure for this type of instru-
ment, the angle (8) expressed in degrees is precisely set in the |abora-

tory, and the strain (Y ) is measured with the inclinometer and strain

D
gauge. Here and subsequently, the subscript L refers to the |aboratory
calibration; F refers to the field calibration.

For the 1972 data, the regression line is

Y, = -6.66 + 11,714.65 0 v vvneenvenennnn.. (3)

The residual nean square error for the laboratory calibration (OLZ) is
281.3 with 156 d.f.

The val ue for OL2 is close to OFZ, the conbined residual mean square

error of 238.6 obtained fromthe four regression lines developed fromthe

field calibration with 123 d.f. (Table 2). There was no reason to expect

2
F

1972 field strain gauge neasurenent, and OLZ is the 1972 | aboratory ex-

this in advance, because ¢, is the residual nean square error for the

periment error. Conceivably, the error in reading the instrument m ght

be the same in each case, but there are, of course, other sources of

variation about a regression line. The inplication is that the problem

19



cannot be sinplified by assunming that one error variance is negligible

conmpared to the other.
The standard error of the slope for the laboratory calibration, cal-

cul ated by the usual fornula
o o
L// 566
is 14.16. The standard error of the intercept, based on a sanple of size

nr, as cal cul ated by

2

1, 18

L So0™L

(4)

is 2.00. Thus, the answer to the question of a line through the origin is
negative.

Theoretically, it is possible to obtain 0 angle results in a strain
reading different from 0 and this would inply that there was sone error
associated with the installation of the pendulum in the instrunent when
it was fabricated. It nust be renenbered that the common practice of
assuming that the calibration line passes through the origin is invalid.
Theory

Again let X denote the field strain gauge neasurenent in some par-
ticular year and let Y be the 1972 |aboratory strain gauge neasurenment,
Yp the 1972 field strain gauge nmeasurenent, and 6 the vertical angle in
degrees. Thus, the 1972 laboratory strain neasurenent on angle becones

YL =a + BLG FEL e e e .(5)

20



and the regression of the 1972 field strain gauge neasurenent (YF) upon

strain in a particular year (X) becomnes
YF =ap + BFX L .(6)

In this case, the EL'S are independently distributed as normal with mean

0 and variance OLZ, and the EF's are independently normal with mean 0

L’OLF’BF’OLZ and OF2 have

been estimated, the denotation of the first four by aL’bL’aF and bF.

The objective is to estimate the vertical angle (8) fromthe strain

and vari ance OFZ. Al of the paraneters ocL,B

neasurenent made in the field (X). It nust be assumed, however, that
Y, = YF, which is a basic assunption of nearly every instrument calibra-
tion experinment. That is, the laboratory neasurements and the field
measurenents are equal, and are subjected to the same errors. W have
already seen that the error variances are simlar. Thus, the angle (6)

can be estinmated from

A a b a
8=F+bFX‘L.......................(7)
L

Next, the problem of finding confidence intervals nust be solved for
the estimated 8. Reviewing the ordinary regression case, where a line is
fitted

Y= a +bX T <3

Two cases arise in determing the variability of the prediction at
X = XO.

1. To know the accuracy of the estimate of Y on the regressionline

at X=XO , the standard fornula for the variance of the prediction is

21



Var ¥ = g% = +———— | . . . ... . . (9)

where ¢ is the residual mean square error of Y.
2. To know the accuracy of the estimate of Y at an additional
observation will have its own error variance 4. It is now possible to

calculate tolerance limts for the prediction based on the variance

o2 1+%+__0___ Y ¢ 1)

These anal ogi es should clarify the follow ng discussion of the
probl em
(1) Predicting the angle (6) at a known value strain (XO).

Xocan now be regarded as a constant. From eq. (7), define

_ N — u
u = ap+ bF XO - ar, t hence Var (8) = VarL (75 ) I .(11)
This quantity can be approximted by the delta nmethod (see, for
exampl e, Kendall and Stuart', Chapter 10), since all of ag, b,, ar bL

have variances inversely proportional to sanple size. Now, approximtely,

2 cov (u, bL) Var (b,)

A~ 2
s %%)_ Z?r(x) TEGIERT T (bLf 0P
All these quantities can be estinated; clearly
E(u)=aF+BFXO—uL N e )
E’(bL) =8, 0 (14
Furt her,
Var (b) = 0,2/, as usual T € 53

22



Cov (u, bL) = -Covla;,b,) ..o (16)
Since (a, bL) i s dependent of (aF, bF)
— n 2
Cov(u,bL)—+eoL/See S e )|
Var (u) = Var (aF + bFXO)+Var (aL)............ (18)
(X -X)? 2
_ 2 o 2 _}:9
Var (u)=o, oot == +0,° =55 (19)
F L
Hence, confidence intervals for 6 are available (although somewhat
conplicated to conpute!).
(2) Predicting 6 for an additional measurement X = XO.
Her e XOszt be assunmed to have its own error variance on. [f the

calibrations are based on a fairly large sanple of data (a sanple size of
20 or nore), then the error in Xowill dominate those of the regression
parameters. Put slightly differently, the uncertainty about the addi-

tional observation will far outweigh the uncertainty about the rather

accurately-determined regression lines. In this case, the variation in
aF’bF’aL’bL can be neglected, and approxinately
~ bFz
Var (8) = —— 0.2 « v e e e e e e e e e e e e e e e 1 (20)
p2 F
L

In practical applications, case (2) above seems to be the nore conmonly
appropriate; it has been used in neking the calcul ations bel ow.

Before the nunerical values for 6 and Var ((A)) are given for the
problem a further question arises: Is it really necessary to use a

different formula for the angle 6§ for each year?

23



It may be objected that this is wasteful of data, for if there were
not 5, but 500 regression lines, and if it were known that they were not
the same, then none of the information on the first 499 lines could be
used for the five-hundredth line. This may be considered a disadvantage,
but the difficulty is inherent in the particular problem rather than in
the analysis. If information fromprevious years is to be used to inprove
the prediction for this year, sone strong assunptions are necessary about
the fluctuations in the regression lines fromyear to year. Such an
approach woul d be possible using Bayesian statistics, where the slopes
(bF) for different years nmight be regarded as random sanples, from sone
distribution (perhaps normal). In such a case, the estimte of bF for a
particular year would be a conpronise between the estimte based on the
data for that particular year, and the overall nean of the b,'s for every
year.

Such an approach has not been adopted here because the assunption
seens unrealistic in this context, and because one can hardly estimte an
underlying distribution fromonly four values (four years). But fromthe
point of view of classical--as opposed to Bayesian--statistics, there is
nothing to be said about using previous years' b, values to estimate this
year's,

For the following five years of data given (Table |), the equations
for estimating angle (6) over the range found in the field neasurenents
from neasured strain in a given year (X), and the standard error for the

angle are given in Table 4

24



TABLE 4 -- Thestandard error for the angle.

1965: 0 = 0.000046 - 0.000111 X s.e. of 6 = 0.001
1966: B = 0.000945 + 0.000086 X 0.001
1967: 8 = -0.001700 + 0.000082 X 0.002
1968: 0 = -0.001380 + 0.000875 X 0.001
1970: 0 = 0.000502 + 0.000085 X 0.001
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CONCLUSI ON

Nearly all instruments commonly used for collection of |aboratory or
field data require sonme type of calibration to relate the instrunent energy
output (be it mllivolts, ohns, electronic pulses, etc.) to the desired
physi cal neasurenent (be it langleys of solar energy, soil moisture or
density, inches of rainfall, height of streanflow, etc.). Once the basic
instrument is calibrated in general ternms, a second calibration is neces-
sary for the reading to be useful in the specific case under study.

For exanple, once a streanflow recorder is calibrated so that a
change in instrument voltage shows the depth of a river, a second calibra-
tion is required to relate river stage to volune of flow, which is based
on the cross sectional area and velocity of the river.

Anot her exanple is the neutron soil noisture neter, in which the
instrument is calibrated carefully by collecting repetitive neutron counts
in tanks containing soil of known and uniform noisture content. Because
it is very time-consuming and difficult to prepare tanks of uniform soil,
a secondary calibration procedure is consistently used. In this case,
tanks containing various concentrations of boric acid replace the tanks of
soil. A relationship is then established between count rate in the soi
tanks and the count rate in the boric acid tanks.

Nuner ous other exanples can be found in which rather elaborate and

conplicated procedures are used to calibrate instruments. Too often, such
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calibrations are taken at face val ue. Seldom is any indication of the
error associated with the calibration provided for the user--indeed
seldomis the calibration curve supplied with data points so that the
user nay assess the scatter of data about his calibration. As a result,
many investigators have been perplexed to find that two instruments yield
different numerical values when used to neasure identical points.

The exanple of a statistical approach can be used to approxinate the
error associated with the calibration of instruments. The exanple further
provides the standard statistical tests, which are used to determne
whet her a number of successive calibrations of the sane instrunent can be
considered to be the same curve or whether they are different. Essen-
tially, these tests involve determning if the lines have a conmmon sl ope
and a common intercept.

Field calibrations were based on regressions of strain neasurenents
in 1972 on strain neasurenments in a previous year. A |aboratory calibra-
tion was based on a regression of strain neasurements in 1972 on angle
The procedure shows how to conmbine field calibrations with the |aboratory
calibration, thereby providing statistical inferences about the angle

associated with the strain measured in previous years.
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